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Abstract: S-Net is a kind of structure-simple Petri nets and its behaviors are easy to be specified. In this study, we observed the classification of S-Nets and then gave the recognition method of every kind of S-Nets. A finite automaton is constructed first that can be used to recognize the language of a bounded Petri net. Based on the finite automaton constructed, the language recognition algorithm for each kind of S-Nets is proposed and the time complexity of the proposed algorithm is discussed. By several groups of experimental data, the time complexities of the proposed algorithms are checked.
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INTRODUCTION

As models for modeling and analyzing distributed systems, Petri nets are used in a wide range of domains. The transition firing sequences can specify the behaviors of the Petri nets and Petri nets languages are recognized as a set of transition firing sequences. Problems of Petri nets languages are well-studied in recent years and some relatively perfect solutions have been given by many researchers. However, most of them regard Petri nets as language generators (Zeng and Wu, 2002, 2004; Zeng et al., 2004; Jiang and Lu, 2001; Jiang et al., 1997). By now, there is only a few people (Jiang et al., 1998) recognize the possibility of utilization of Petri nets as languages identifiers. Jiang et al. (1998) gave several recognition algorithms for Petri nets languages, including a serial algorithm and two parallel algorithms, but these algorithms are extended for ordinary Petri nets and are too complicated. S-Net is a kind of simple-structure Petri nets with good structure and behavior property. Zeng and Wu (2002) gave languages properties and description methods for S-Nets. In this study, we study the recognition problems for languages of S-Nets, how to solve them and also their time complexity. At last, by several groups of experimental data, the time complexities of these language recognition algorithms are verified. The solution in this study will be of great benefit to the further study of language recognition problems for structure-complex Petri nets.

BASIC CONCEPTS AND NOTATIONS OF S-NETS

Definition 1 (Wu, 2006): A triple \( N = (S, T; F) \) is named as a net iff

\[ (1) \, S \cup T \neq \emptyset \]
\[ (2) \, S \cap T = \emptyset \]
\[ (3) \, F \subseteq (S \times T) \cup (T \times S) \]
\[ (4) \, \text{dom} (F) \cup \text{cod} (F) = S \cup T \]

where, \( \text{dom} (F) = \{ x \in S \cup T \mid \exists y \in S \cup T : (x, y) \in F \} \) and \( \text{cod} (F) = \{ x \in S \cup T \mid \exists y \in S \cup T : (y, x) \in F \} \)

Definition 2 (Wu, 2006): Let \( N = (S, T; F) \) be a net. For any \( x \in S \cup T \),
\[ x^* = \{ y | y \in S \cup T \land (y, x) \in F \} \]
\[ x^+ = \{ y | y \in S \cup T \land (x, y) \in F \} \]
\[ x^\uparrow = \text{extension of } x \]

Definition 3 (Wu, 2006): Let \( N = (S, T; F) \) be a net. The mapping \( M : S \rightarrow \{ 1, 2, \ldots \} \) is said to be the marking of a net \( N \) and \( (N, M) \) (which is the same as \( (S, T, F, M) \)) is named as a marking net.

Definition 4 (Zeng and Wu, 2002): Let \( N = (S, T; F) \) be a net.

\[ (1) \, N \text{ is an } S\text{-graph if for any } t \in T : |t|-|t'| - 1 \text{.} \]
\[ (2) \, N \text{ is an } S\text{-net if } \forall t \in T : |t| < 1 \text{ and } |t'| < 1 \text{.} \]

According to Definition 4, an S-graph is obviously an S-net.

Definition 5 (Zeng and Wu, 2002): Let \( N = (S, T; F) \) be an S-net. For any \( t \in T \), \( t \) is called a primitive transition of \( N \) if \( t = \emptyset \) and \( t \) is called a terminal transition if \( t^* = \emptyset \).
The S-nets can be classified into five classes according to the primitive and terminal transitions, which are as follows.

1. An S-net without primitive transitions or terminal transitions (i.e., an S-graph)
2. A marking S-net without primitive transitions or terminal transitions (i.e., a marking S-graph)
3. A marking S-net with terminal transitions but without primitive transitions
4. An S-net with primitive transitions only
5. A marking S-net with primitive transitions only

An S-graph is without markings, so it is impossible to fire any transition in an S-graph. In this study, we don’t consider the language recognition of an S-graph. Figure 1 gives four S-nets, where (a) is a marking S-graph, (b) is a marking S-net with terminal transitions but without primitive transitions, (c) is an S-net with primitive transition only and (d) is a marking S-net with primitive transition only.

**LANGUAGE RECOGNITION OF S-NETS**

**Definition 6 (Zeng and Wu, 2002):** \( L(\Sigma) = \{ \sigma \mid \sigma \in T^* \land M_0 \{ s = M, \forall s \in S - S_b \}, M_s (s) = 0 \} \) is defined as the language of a Petri net \( \Sigma = (S, T; F, M_0) \), where, \( S_b \subseteq S \) is named as the end place set of \( \Sigma \).

The common language operations include + (Selection) operation, \( \bullet \) (Connection) operation and \( \ast \) (Kleen Closure) operation (Garg and Ragunath, 1992). || (Parallel) and \( \alpha \)-Closure operations are also introduced by Garg and Ragunath (1992) and Zeng (2004).

**Definition 7 (Zeng, 2004):** The parallel operation (\( || \)) on the alphabet \( \Omega \) is formally defined as follows:

1. For all \( a \in \Omega \), \( a || a = a \), where, \( \varepsilon \) is the empty word of \( \Omega \).
2. For all \( a, b \in \Omega \), and all \( \sigma_1, \sigma_2 \in \Omega \), \( a || b || \sigma_1 = a || (b || \sigma_1) \) and \( b || a || \sigma_1 = (a || \sigma_1) || b \).

Let \( L(\Sigma_i) \) be the language of a Petri net \( \Sigma_i = (P_i, T; F, M_0, S_i) \), \( i \in \{1, 2\} \). The operation \( \| \) of language \( L(\Sigma_i) \) and \( L(\Sigma_2) \) is defined as \( L(\Sigma_1) \| L(\Sigma_2) = \{ \sigma_1 || \sigma_2 \mid \sigma_1 \in L(\Sigma_1), \sigma_2 \in L(\Sigma_2) \} \).

**Definition 8 (Garg and Ragunath, 1992):** The \( \alpha \)-closure of a language \( L \) is defined as:

\[
L^\alpha = \bigcup_{i=1}^{L^0}
\]

where, \( L^0 = L \| L^0 \) (\( \geq 2 \))

**Example:** \( L = \{a || b || c\} \), then \( L^\alpha = \{w \mid s \in \text{Pref}(w)\} \# (a, s) \# (b, s) \# (c, s) \# (a, s) \# (b, w) \# (c, w) \} \), where, \( \text{Pref}(w) \) is the prefix of \( w \) and \( \# (a, w) \) is the number of \( a \) occurring in \( w \).

**Theorem 1:** If \( \Sigma = (S, T; F, M_0, S_b) \) is a marking S-graph, \( L(\Sigma) \) can be recognized by a finite automaton.

**Proof:** Construct a finite automaton FSM = (\( \Gamma, Q, \delta, q_0, q_f \)), as follows:

1. \( \Gamma = T \)
2. \( Q = R(M_0) \)
3. \( \delta = \{ (M_i, t, M_j) \mid M_i, M_j \in R(M_0) \land (M_i \triangleright M_j) \} \)
4. \( q_0 = M_0 \)
5. \( q_f = M_f \) (\( \forall s \in S - S_b, M_s (s) = 0 \))

In order to prove that \( L(\Sigma) \) can be recognized by FSM = (\( \Gamma, Q, \delta, q_0, q_f \)), we should prove \( L(\Sigma) = L(\text{FSM}) \), where \( L(\text{FSM}) \) is the language recognized by FSM.

First, we prove \( L(\Sigma) \subseteq L(\text{FSM}) \). For any \( \sigma \) that can be recognized by the marking S-graph \( \Sigma = (S, T; F, M_0, S_b) \), it means \( \sigma \in L(\Sigma) \). Thus, there should exist a transition \( t \) connecting with the place with tokens in it and this transition can be fired for finite times (suppose the number is \( n \)). After firing, the token will move into the output places of \( t \) for finite times and finally reaches the set of the end places \( S_b \). Let \( \sigma_0, \sigma_2, \sigma_3, \ldots, \sigma_n \) trace the firing sequence 1, 2, \ldots, \( n \) and \( \sigma = \sigma_0 \cdot \sigma_2 \cdot \sigma_3 \cdot \ldots \cdot \sigma_n \). It is easy to prove that \( \sigma (j \in \{1, 2, \ldots, n\}) \) can be recognized by FSM, so \( \sigma \in L(\text{FSM}) \).
Then we prove \( L(\text{FSM}) \subseteq L(\Sigma) \), \( \forall \sigma \in L(\text{FSM}) \), then 
\[ \sigma \rightarrow \sigma_0 \rightarrow \sigma_1 \rightarrow \ldots \rightarrow \sigma_n \]
and \( \forall \sigma \in L(\text{FSM}) \). Tracing every \( \sigma_i \in \Sigma \), we find \( \sigma_i \) is a transition firing sequence fired by a transition connecting with the place with token in it. So, the token will move into the output places of \( t \) and finally reach the set of the end places \( S_e \). Therefore, \( \sigma \in L(\Sigma) \), so 
\[ \sigma = \sigma_0 \rightarrow \sigma_1 \rightarrow \ldots \rightarrow \sigma_n \]
describe the behavior of a transition \( t \) connecting with a place with token in it fired then run into the output places and finally run into the set of end places \( S_e \) so \( \sigma \in L(\Sigma) \).

**Theorem 2**: If \( \Sigma \) is a marking \( S \)-net with terminal transitions but without primitive transitions, \( L(\Sigma) \) can be recognized by a finite automaton.

**Proof**: For any \( S \)-net \( \Sigma = (S, T, F, M_0, S_e) \) with some terminal transitions, we can construct another \( S \)-net \( \Sigma' = (S, T, F, M'_0, S'_e) \) without any terminal transitions, such that \( L(\Sigma) = L(\Sigma') \). \( \Sigma' = (S, T, F, M'_0, S'_e) \) can be constructed as follows: 
\[ S'_e = S \cup \{s_{e_0}\}, F' = F \cup \{(t, s_e) | t \in T, t' = e\}, \]
\[ \forall s \in S: M'_0(s) = \begin{cases} M_0(s) & \text{if } s = s_{e_0} \\ 0 & \text{otherwise} \end{cases} \]
\[ S'_e \supseteq S \cup \{s_{e_0}\} \]

We can prove that \( L(\Sigma) = L(\Sigma') \).

We construct a finite automaton \( \Gamma = (\Gamma, Q, \delta, q_0, q_f) \), as follows:

\[ \Gamma = \begin{cases} \text{R(M)}' & \text{if } \gamma = 0 \\ \delta & \text{otherwise} \end{cases} \]
\[ \gamma = \begin{cases} \text{R(M)}' & \text{if } \gamma = 0 \\ \delta & \text{otherwise} \end{cases} \]
\[ q_0 \rightarrow M_0(q_0, s) \]
\[ q_f \rightarrow M_f(q_f, s) \]

The proof that \( L(\Sigma) \) can be recognized by FSM is similar to that of Theorem 1, so the proof details are ignored here.

**Theorem 3**: If \( \Sigma = (S, T, F, M_0, S_e) \) is an \( S \)-net with primitive transitions only, \( L(\Sigma) \) can be recognized by the parallel of several \( S \)-nets with finite automata.

**Proof**: For any \( S \)-net \( \Sigma = (S, T, F, M_0, S_e) \) with primitive transitions, if \( \forall s \in S: M_0(s) = 0 \), we can construct another \( S \)-net \( \Sigma' = (S, T, F, M'_0, S'_e) \), such that 
\[ S' = S \cup \{s_{e_0}\}, F' = F \cup \{(s_{e_0}, l) | t \in T, t' = e\}, \]
\[ \forall s \in S: M'_0(s) = \begin{cases} M_0(s) & \text{if } s = s_{e_0} \\ 1 & \text{otherwise} \end{cases} \]

According to Theorem 3 (Zeng and Wu, 2002), we know \( L(\Sigma) \) is an \( \alpha \)-closure of a regular expression. We can prove that \( L(\Sigma) = L(\Sigma') \).

We construct a finite automaton \( \Gamma = (\Gamma, Q, \delta, q_0, q_f) \), as follows:

\[ \Gamma = \begin{cases} \text{R(M)}' & \text{if } \gamma = 0 \\ \delta & \text{otherwise} \end{cases} \]
\[ \gamma = \begin{cases} \text{R(M)}' & \text{if } \gamma = 0 \\ \delta & \text{otherwise} \end{cases} \]
\[ q_0 \rightarrow M_0(q_0, s) \]
\[ q_f \rightarrow M_f(q_f, s) \]

and we can prove \( L(\Sigma) = L(\text{FSM}) \).

In order to prove \( L(\Sigma) \) can be recognized by the parallel of an FSM, we should prove \( L(\Sigma) = L(\Sigma^*) = L(\text{FSM}) \), where \( L(\text{FSM}) \) is the language recognized by FSM.

First, we prove that \( L(\Sigma) \subseteq L(\text{FSM}) \). For any \( \sigma \) that can be recognized by the \( S \)-net \( \Sigma = (S, T, F, M_0, S_e) \), it means \( \sigma \in L(\Sigma) \). Because \( \forall s \in S, M_0(s) = 0 \), there must be a primitive transition \( t \) can be fired for finite times (suppose the number is \( n \)). So after firing, a finite number of tokens of \( S \) move into the output places of \( t \) and finally reach the set of end places \( S_e \). Let \( \sigma_0, \sigma_1, \ldots, \sigma_n \) trace the transition firing sequence of token 1, 2, ..., \( n \), then \( \sigma = \sigma_0 \circ \sigma_1 \circ \ldots \circ \sigma_n \).

It is obvious that each \( \sigma_j \) (\( j \in \{1, 2, \ldots, n\} \)) can be recognized by FSM. Therefore, \( \sigma \in L(\text{FSM}) \).

Then, we prove that \( L(\text{FSM}) \subseteq L(\Sigma) \). For any \( \sigma \in L(\text{FSM}) \), then \( \delta \circ \sigma_0 \circ \sigma_1 \circ \ldots \circ \sigma_n \) and \( \forall \sigma \in L(\text{FSM}) \). For all \( \sigma_0, \sigma_1, \ldots, \sigma_n \) traces the behaviors of firing primitive transition and the tokens produced move into the terminal place set with \( n \) times. So \( \sigma \in L(\Sigma) \).

**Theorem 4**: \( \Sigma = (S, T, F, M_0, S_e) \) is a marking \( S \)-net with primitive transition only, \( L(\Sigma) \) can be recognized by the parallel of several finite automata.

**Proof**: For any marking \( S \)-net \( \Sigma = (S, T, F, M_0, S_e) \) with a primitive transition, we can construct another two \( S \)-nets \( \Sigma_1 = (S, T, F, M_{\sigma_0}, S_e) \) and \( \Sigma_2 = (S, T, F, M_{\sigma_n}, S_e) \) without any primitive transition, such that \( L(\Sigma) = L(\Sigma_1) \oplus L(\Sigma_2) \).

\[ \Sigma_1 = (S, T, F, M_{\sigma_0}, S_e), \Sigma_2 = (S, T, F, M_{\sigma_n}, S_e) \]
\[ \forall s \in S, M_{\sigma_0}(s) = \begin{cases} M_0(s) & \text{if } s = s_{e_0} \\ 0 & \text{otherwise} \end{cases} \]
\[ s = s_{e_0} \]

and

\[ \forall s \in S, M_{\sigma_n}(s) = \begin{cases} M_0(s) & \text{if } s = s_{e_0} \\ 0 & \text{otherwise} \end{cases} \]
\[ s = s_{e_0} \]
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We can prove that \( L(\Sigma) = L(\Sigma_1) \cup L(\Sigma_2)^* \).

We construct two finite automata \( F_{\Sigma_1}(\Gamma, Q_1, \delta_1, q_{i_1}, q_f) \) and \( F_{\Sigma_2}(\Gamma, Q_2, \delta_2, q_{i_2}, q_f) \) as follows:

- \( \Gamma = \mathcal{T} \)
- \( Q_1 = R(M_0), Q_i = \emptyset(M_0) \)
- \( \delta_1 = \{ (M_1, t, M_2) | M_1, M_2 \in R(M_0) \land (M_2 \rightarrow M_1) \} \)
- \( \delta_2 = \{ (M_2, t, M_1) | M_1, M_2 \in R(M_0) \land (M_1 \rightarrow M_2) \} \)
- \( q_{i_1} = M_0, q_{i_2} = M_0 \)
- \( q_f = M_1 (\forall s \in S_1, \delta_1(M_1(s) = 0) \land \delta_2(M_1(s) = 0) \land \delta_3(M_1(s) = 0) \land \delta_4(M_1(s) = 0)) \)

The proof that \( L(\Sigma) \) can be recognized by two parallelizing automata \( F_{\Sigma_1} \) and \( F_{\Sigma_2} \) is similar to that of Theorem 1 and that of Theorem 3, so the proof details are ignored here.

**Algorithm Design and Complexity Analysis**

Here, we present the recognition algorithms for the languages of the four kinds of S-nets and analyze the complexity of the proposed algorithms. First, a construction algorithm for a finite automaton that can be used to recognize the language of a bounded Petri net is proposed. This construction algorithm is applied for the language recognition of each kind of S-net.

**Algorithm 1: ProFSM(\( \Sigma \))**

**Input:** A bounded Petri net \( \Sigma = (S, T, F, M_0, S_f) \)

**Output:** A finite automaton \( \text{FSM} = (\Gamma, Q, \delta, q_0, q_f) \) used to recognize the language of \( \Sigma \)

**Begin:**

**Step 0:** \( \Gamma = T, Q = \emptyset(M_0), \delta = \emptyset, q_0 = \emptyset(M_0), q_f = \emptyset(M_0), (\forall s \in S_1, S_2, M(s) = 0) \).

**Step 1:** While there exists a state labeled by new Do
Select any one state which is labeled as new and assume that it is \( M \)

**Step 2:** If there exists a state same as \( M \) in the directed path from \( M_0 \) to \( M \) then change the label of \( M \) with old and go to Step 1

**Step 3:** If \( M = M_0 \) then change the label of \( M \) as terminal state and go to Step 1

**Step 4:** For any \( t \in T \) such that \( M(t) > 0 \) Do

- Compute the state \( M' \) after firing \( t \), where \( M'(t) = M(t) + 1 \)
- Add a new state \( M' \), change the label of it as new and draw a directed arc from \( M \) to \( M' \). The arc is labeled with \( t \)

**End For**

Change the label of \( M \) as old, go to Step 1.

**Step 5:** Output FSM \( (\Gamma, Q, \delta, q_0, q_f) \).

**End.**

**Theorem 5:** The time complexity of Algorithm 1 is \( \mathcal{O}(k^2 mn) \), where \( n \) is the number of places, \( m \) is the number of transitions and \( k \) is the number of reaching states of the given Petri net.

**Proof:** Let \( \Sigma = (S, T, F, M_0, S_f) \) be a bounded Petri net. The number of its places is \( n \), the number of its transitions is \( m \) and the number of its reaching states is \( k \). In Algorithm 1, the factors determine its time complexity as follows:

1. Store the initial state \( M_0 \); The time is \( n \)
2. Determine the enabled transitions in state \( M \); To find the transitions enabled in state \( M \) we should check all the \( n \) places. If the marking of this place is not \( 0 \), its output transition can fire. The time to execute the above operate is \( n^m \). Since there exist at most \( k \) states in the Petri net, the run time is not more than \( k^m n^m \)
3. Generate new state; Because the total number of transitions enabled in state \( M \) may be \( m \), at most \( m \) new states will be generated. Then we should check whether the new state has already been generated. Every time we may check \( k \) times (the states of Petri net is \( k \)), so the time is \( k^m n^m \). Also, every state includes \( n \) units and the Petri net has \( k \) states. So the time to generate new state may be \( k^m n^m k^m \)
4. Store state transfer function; The time is \( k \)

Above all, the time of the whole algorithm is \( n^k k^m n^k k^m k^m \), so the time complexity is \( \mathcal{O}(k^3 mn) \).

**Recognition algorithm for the language of a marking S-graph:**

**Algorithm 2 s_\text{ident}(\Sigma, \sigma)**

**Input:** A marking S-graph \( \Sigma = (S, T, F, M_0, S_f) \) and the string to be recognized \( \sigma \).

**Output:** \( \text{OK} \) or \( \text{ERROR} \);

// If the output is \( \text{OK} \), it means that the string \( \sigma \) can be recognized by the marking S-graph. If the output is \( \text{ERROR} \), it means that the string \( \sigma \) can not be recognized.

**Begin:**

**Step 1:** Generate the finite automaton of a marking S-graph \( \Sigma = (S, T, F, M_0, S_0) \) using ProFSM(\( \Sigma \))

**Step 2:** \( \sigma = \sigma_1 \circ \sigma_2 \circ \cdots \circ \sigma_n \), \( i \rightarrow 1 \) and \( M = M_0 \)
Step 3: If i<n go to Step 4, else go to Step 5
Step 4: If there exists δ(M, α[i]), then M → M', i = i + 1, go to Step 3, else output ERROR, End
Step 5: If M = M', output OK, else output ERROR End.

Theorem 6: The time complexity of Algorithm 2 is \( O(k^2mn + N(k^2)) \), where n is the number of places, m is the number of transitions, k is the number of reaching states of the given marking S-graph and \( N_o \) is the length of the transition sequence to be recognized.

Proof: Let, \( \Sigma = (S, T, F, M_0, S_0) \) be a marking S-graph. The number of its places is n, the number of its transitions is m, the number of reaching states is k and the length of the transition sequence to be recognized is \( N_o \). In Algorithm 2, the factors determine its time complexity as follows:

1. Generate finite automaton: In Algorithm 1, the time complexity is \( O(k^2mn) \)
2. Store the transition sequence: The time is \( N_o \)
3. Recognize the transition sequence: If we want to check whether the transition sequence can be recognized by the Petri net, we should check every character of the sequence. Every time we should search all the state transition functions to determine which function matches. There exists k states, so there may be at most \( C^r_k \) state transition functions. The length of the transition sequence is \( N_o \), so the time is \( N_o \times C^r_k \). So the time complexity is \( O(k^2N_o) \).

Therefore, the time complexity of Algorithm 2 is \( O(k^2mn + N(k^2)) \).

Recognition algorithm for the language of a marking S-net with terminal transitions but without primitive transitions:
Algorithm 3 _s_ident2_ (\( \Sigma, \sigma \))

Input: A marking S-net \( \Sigma = (S, T, F, M_0, S_0) \) with terminal transitions but without primitive transitions and the string to be recognized \( \sigma \).
Output: OK or ERROR
// If the output is OK, it means that the string \( \sigma \) can be recognized by the marking S-net. If the output is ERROR, it means that the string \( \sigma \) can not be recognized. Steps are as follows:

Step 1: With Theorem 2, change \( \Sigma = (S, T, F, M_0, S_0) \) to \( \Sigma' = (S', T, F, M'_0, S'_0) \)
Step 2: Generate the finite automaton of the marking S-graph \( \Sigma' = (S', T, F, M'_0, S'_0) \) using ProfSM (\( \Sigma' \))
Step 3: \( \sigma \rightarrow \sigma[1]...\sigma[i-1] \) and M → M'
Step 4: If i<n go to Step 5, else go to Step 6
Step 5: If there exists \( \delta(M, \alpha[i]) \), then M → M', i = i + 1, go to Step 4, else output ERROR, End
Step 6: If M = M', output OK, else output ERROR End.

Theorem 7: The time complexity of Algorithm 3 is \( O((k^2mn + N(k^2)) \), where n is the number of places, m is the number of transitions, k is the number of the reaching states of the given marking S-net and \( N_o \) is the length of the transition sequence to be recognized.

Proof: Let, \( \Sigma = (S, T, F, M_0, S_0) \) be a marking S-net with terminal transitions but without primitive transitions. The number of its places is n, the number of its transitions is m, the number of its reaching states is k and the length of the transition sequence to be recognized is \( N_o \). The difference between Algorithm 2 and 3 is the process of the terminal transitions. The time to find and cancel terminal transitions is \( m^*n \) and the complexity is \( O(mn) \). After the process, the total number of its places in the marking S-net becomes \( n+1 \), so the time complexity of generating finite automaton and recognition algorithm for the language becomes \( O(k^2n(m+1)+N(k^2)) \), so the time complexity of Algorithm 3 is \( O(k^2mn + N(k^2)) \).

Recognition Algorithm for the language of an S-net with primitive transitions only:
Algorithm 4 _s_ident3_ (\( \Sigma, \sigma \))

Input: An S-net \( \Sigma = (S, T, F, M_0, S_0) \) with primitive transitions only and the string to be recognized \( \sigma \).
Output: OK or ERROR
// If the output is OK, it means that the string \( \sigma \) can be recognized by the S-net. If the output is ERROR, it means that the string \( \sigma \) can not be recognized. Steps are as follows:

Step 1: Generate \( \Sigma = (S', T, F', M'_0, S'_0) \) with Theorem 3
Step 2: Generate the finite automaton of the marking S-graph \( \Sigma' = (S', T, F', M'_0, S'_0) \) using ProfSM (\( \Sigma' \))
Step 3: \( \sigma \rightarrow \sigma[1]...\sigma[i-1] \) and M → M'
Step 4: If i<n go to Step 5, else go to Step 10
Step 5: If i=n go to Step 6, else go to Step 8
Step 6: If \( \sigma \rightarrow 0 \) go to Step 7, else i = i+1 go to Step 4
Step 7: If there exists \( \delta(M, \alpha[i]) \) then M → M', \( \sigma \rightarrow 0 \), i = i+1, j = j+1, go to Step 4, else i = i+1 go to Step 4
Step 8: If M = M', then i = 1, M → M', go to Step 4, else go to Step 9
Step 9: Output ERROR, End.
Step 10: Output OK, End.
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**Theorem 8:** The time complexity of Algorithm 4 is $O(k^3mn + DN_kk^2)$, where $n$ is the number of places, $m$ is the number of transitions, $k$ is the number of reaching states of the given S-net and $N_o$ is the length of the transition sequence to be recognized and $D$ is the number of primitive transitions included in transition sequence.

**Proof:** Let, $\Sigma = (S, T, F, M_o, S_o)$ be an S-net with primitive transitions only. The number of its places is $n$, the number of its transitions is $m$, the number of its reaching states is $k$ and the length of the transition sequence to be recognized is $N_o$ and the number of primitive transitions included in transition sequence is $D$.

The difference between Algorithm 2 and 4 is the process of primitive transition and the recognition algorithm must be execute $D$ times. The time to find and cancel primitive transition is $m^2n$ and therefore, the time complexity is $O(mn)$. After the process, the total number of its places becomes $n+1$. According to Theorem 5, the time complexity of generating finite automaton is $O(k^3mn + DN_kk^2)$ and in Theorem 6, the time complexity of recognition algorithm executing one time is $O(N_kk^2)$, so the time complexity of the recognition algorithm executing $D$ times is $O(DN_kk^2)$. Therefore, the time complexity of Algorithm 4 is $O(k^3mn + DN_kk^2)$.

**Recognition algorithm for the language of a marking S-net with primitive transitions only:**

**Algorithm 5 s_ident4 ($\Sigma, \sigma$)

**Input:** A marking S-net $\Sigma = (S, T, F, M_o, S_o)$ with primitive transitions only and the string to be recognized $\sigma$.

**Output:** OK or ERROR

// If the output is OK, it means that the string $\sigma$ can be recognized by the marking S-net. If the output is ERROR, it means that the string $\sigma$ can not be recognized. Steps are as follows:

**Step 1:** Generate $\Sigma_1 = (S_o, T, F_o, M_{o1}, S_o)$, $\Sigma_2 = (S_o, T, F_o, M_{o2}, S_o)$ using Theorem 4

**Step 2:** Generate finite automaton FSM of marking S-graph $\Sigma = (S, T, F, M_o, S_o)$ using ProfSM ($\Sigma_i$) (i $\in \{1, 2\}$)

**Step 3:** $\sigma = \sigma_1||\sigma_2||\sigma_3||...||\sigma_n, i = 1, j = 1$ and $M - M_{o1}$

**Step 4:** Delete the transition sequence already been recognized by FSM,

4.1 If $j > n$, go to 4.2, else go to Step 7

4.2 If $i = n$, go to 4.3, else go to 4.5

4.3 If $\sigma_i = 0$, go to 4.4, else $i = i + 1$ go to 4.1

4.4 If there exists $\delta (M, \Sigma, M')$ then $M = M', \sigma_i = 0, i = i + 1, j = j + 1$ go to 4.1, else $i = i + 1$ go to 4.1

4.5 If $M = M_o$, then $i = i - 1$, $M = M_{o2}$ go to Step 5, else go to Step 6

**Step 5:** Delete the transition sequence already been recognized by FSM

5.1 If $j > n$, go to 5.2, else go to Step 7

5.2 If $i = n$, go to 5.3, else go to 5.5

5.3 If $\sigma_i = 0$, go to 5.4, else $i = i + 1$ go to 5.1

5.4 If there exists $\delta (M, \Sigma, M')$ then $M = M', \sigma_i = 0, i = i + 1, j = j + 1$ go to 5.1, else $i = i + 1$ go to 5.1

5.5 If $M = M_o$, then $i = i - 1$, $M = M_{o2}$ go to 5.1, else go to Step 6

**Step 6:** Output ERROR, End

**Step 7:** Output OK, End

**Theorem 9:** The time complexity of Algorithm 5 is $O(k^3mn + DN_kk^2)$, where $n$ is the number of places, $m$ is the number of transitions, $k$ is the number of reaching states and $N_o$ is the length of the transition sequence to be recognized and $D$ is the number of primitive transitions included in the transition sequence.

**Proof:** Let, $\Sigma = (S, T, F, M_o, S_o)$ be a marking S-net with primitive transitions only and the number of its places is $n$, the number of its transitions is $m$, the number of its reaching states is $k$ and the length of the transition sequence to be recognized is $N_o$ and the number of primitive transitions included in transition sequence is $D$.

With Algorithm 5, we know there are two finite automata, so the recognition time includes two parts. One is similar with Algorithm 2 and another is similar with Algorithm 4. According to Algorithm 2, 4 and Theorem 6, 8, it is easy to prove that the time complexity of Algorithm 4.5 is $O(k^3mn + DN_kk^2)$.

**EXPERIMENT TESTS**

We implemented all Algorithms in Section 4 with VC++ 6.0 and with the programs we have tested the time

<table>
<thead>
<tr>
<th>S-net</th>
<th>Transition sequence</th>
<th>Parameter (m, n, N_o, k, D)</th>
<th>Recognizability</th>
<th>Running time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure 1a</td>
<td>tttttttttttttttt</td>
<td>m = 4, n = 3, N_o = 12, k = 6</td>
<td>OK</td>
<td>256</td>
</tr>
<tr>
<td>Figure 1a</td>
<td>tttttttttttttttt</td>
<td>m = 4, n = 3, N_o = 12, k = 6</td>
<td>ERROR</td>
<td>249</td>
</tr>
<tr>
<td>Figure 1b</td>
<td>tttttttttttttttt</td>
<td>m = 4, n = 2, N_o = 14, k = 3</td>
<td>OK</td>
<td>84</td>
</tr>
<tr>
<td>Figure 1b</td>
<td>tttttttttttttttt</td>
<td>m = 4, n = 2, N_o = 14, k = 3</td>
<td>ERROR</td>
<td>83</td>
</tr>
<tr>
<td>Figure 1c</td>
<td>tttttttttttttttt</td>
<td>m = 3, n = 2, N_o = 14, k = 3, D = 4</td>
<td>OK</td>
<td>126</td>
</tr>
<tr>
<td>Figure 1c</td>
<td>tttttttttttttttt</td>
<td>m = 3, n = 2, N_o = 14, k = 3, D = 4</td>
<td>ERROR</td>
<td>100</td>
</tr>
<tr>
<td>Figure 1d</td>
<td>tttttttttttttttt</td>
<td>m = 5, n = 3, N_o = 13, k = 3/4</td>
<td>OK</td>
<td>282</td>
</tr>
<tr>
<td>Figure 1d</td>
<td>tttttttttttttttt</td>
<td>m = 5, n = 3, N_o = 13, k = 3/4, D = 2</td>
<td>ERROR</td>
<td>300</td>
</tr>
</tbody>
</table>
complexity of all kinds of S-net. The running time is in Table 1. From Table 1, we can see all the running times of the given test examples are consistent with the conclusions about the time complexity of the proposed algorithms.

CONCLUSIONS

Although, perfect solutions to problems of Petri net have been given by many researches, most of them regard Petri net as language generators and only a few people (Jiang et al., 1998) recognize the possibility of utilization of Petri net as language generators. Jiang et al. (1998) give several recognition algorithms for Petri nets languages, but they are too complicated to use for ordinary Petri nets. S-net is a kind of structure-simple Petri nets and the recognition algorithms for S-net language will be of great benefit to the further study of languages recognition for ordinary Petri nets.

In this study, first we give the recognition algorithms of S-nets that are classified according to the primitive and terminal transitions. Second, we analyze the time complexity of these algorithms. Finally, by several groups of experimental data, the time complexities of those proposed algorithms are checked.
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